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Abstract – Tracker is the term used often in worldwide web. 

Visual object tracking in video is very common. It is the process 

of locating and tracking the motion and orientation of one or 

multiple moving objects over time in the given video sequence.The 

variations in the appearance of a tracked object include changes 

in geometry/photometry, camera viewpoint, illumination, or 

partial occlusion pose a major challenge to object tracking. In this 

paper, we present the design and implementation of a visual object 

tracking system using video scenes captured from a single 

surveillance camera. The proposed system uses a discriminative 

correlation filter based model which is robust and 

computationally efficient for real time tracking. The proposed 

system is developed in Matlab. Experiments are conducted on real 

world publicly available benchmarking video sequences. Our 

experimental results show that the proposed trackers perform 

better than most of the recently designed trackers. 

Index Terms – Object tracking, Visual object tracking, 

Correlation Filter, Extended Correlation Filter. 

1. INTRODUCTION 

Visual object tracking is one of the challenging problems in the 

field of computer vision. It has several related applications such 

as automated video surveillance, traffic monitoring, security 

and robotics [1]. The objective of a visual object tracker is to 

estimate the location of a target in all the frames of a video 

sequence based on the given initial location (or a bounding 

rectangle) of the target. Object tracking problem has been 

studied by the computer vision community for several decades. 

However, it remains a challenging task to design an efficient 

and robust visual object tracking system for all the practical 

real- world applications. Further, there are several factors affect 

the performance of the object tracker such as illumination 

variations, scale variations, occlusions, deformations, motion 

blur, rotations, and low resolutions [2].  

Over the years, several visual object trackers have been 

proposed to address some of the challenges mentioned above 

[3] [4] [5] [6] [7]. Broadly there are two categories of trackers 

found in the literature: 1) generative models [4] [5] and 2) 

discriminative models [6] [7]. Generative models learn an 

appearance model of the target object and formulate the 

tracking problem as finding the best matching appearance 

window (or the bounding box) in the subsequent frames. They 

are also referred as template or subspace matching models. In 

general, generative models do not consider the background 

information which might be useful for differentiating the target 

from the background.  Whereas, the discriminative models 

formulate the target tracking task as a classification problem 

which differentiates the target objects from backgrounds of the 

video sequences. It is shown that discriminative models 

outperform generative models [2].  

In the recent years, correlation filters [8] are in widespread 

usage for developing many object detection and recognition 

applications. They are commonly referred as “tracking-by-

detection” methods. They gained much attention to visual 

object tracking tasks recently as they are transferred into 

Fourier domain for element-wise multiplication which is 

computational efficient [9] [10].  In this paper, we present the 

design and development of a visual object tracking system 

using discriminative correlation filter and Extended 

Correlation Filter. The proposed system was developed in 

Matlab. We evaluated the experiments on real world publicly 

available benchmarking video sequences. Our experimental 

results show that the proposed trackers perform better than 

most of the recently designed trackers. 

The rest of the paper is organized as follows. In Section II, we 

present the related works. In Section III, we present the design 

of the proposed visual object trackers followed by performance 

metrics in Section IV. In Section V, we present the 

experimental setup and results using performance metrics. In 

Section VI, we conclude the paper. 

 
Fig. 1: Proposed visual object tracking system using DCF  
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2. RELATED WORK 

Visual object tracking has been studied extensively with lots of 

applications. In this section, we introduce the approaches 

closely related to our work. In this section, we review the 

existing literature which is broadly classified into two broader 

categories: 1) Generative models and 2) Discriminative 

models. 

On the discriminative model side, several kernel-based 

methods are proposed. For example, Hare et al. [3] presented 

an adaptive visual object tracking framework based on 

structured output prediction. They used a kernel-based 

structured support vector machine for performing online 

learning and adaptive tracking.  Wang et al. [6] proposed a 

metric learning framework for object tracking. Both visual 

tracking and appearance modeling are performed online in their 

framework. Further, their formulations can handle multiple 

objects and occlusions. In contrast with all these methods, we 

used a discriminative correlation filter and its extension which 

are robust in detecting objects under several challenging 

scenarios such as occlusions, scale variation, among others. 

The following table shows the details of recent tracking 

methods with its motion model used for tracking objects in the 

video frames. 

 

Table 1 Recent Tracking Methods with its Motion Model 

Tracker Year Target Region Motion Model 

Multiple Instance learning Tracking (MIT)                2012 Multiple boxes Uniform 

Tracking, Learning and Detection (LOT) 2012 Patch super pixels Gaussian 

L1-minimization Tracker (LIT) 2011 Multiple boxes Gaussian 

Tracking on the Affine Group (TAG) 2011 Bounding Box Gaussian 

Locally Order less Tracking (TLD) 2010 Multiple boxes Optical Flow 

Foreground-Background Tracker (FBT) 2010 Bounding Box Uniform 

Extended Kalman Filter (EKF) 2015 Bounding Box Bayes Rule 

3. VISUAL OBJECT TRACKER DESIGN 

In this section, we present the proposed visual object tracer 

design and its components. Figure 1 illustrates the different 

components of the system for object tracking. Firstly, the 

system receives the video sequences from the video capturing 

devices such as CCTV or web camera. The next step is object 

detection which involves detecting the objects of interest from 

the given first video frame. This step involves applying 

background subtraction techniques after performing some 

preliminary preprocessing methods to remove the noise. The 

basic idea of background subtraction is subtracting a 

predefined background model frame from the current from to 

identify the moving objects. Several advanced background 

subtraction methods have been proposed in the literature which 

is insensitive to external environmental conditions such as 

noise. These include approximate median, running Gaussian, 

and mixture Gaussian methods. After detecting the objects of 

interest, the next step is called object tracking which involves 

finding the location of the target object in the subsequent video 

frames. 

A. Discriminative Correlation Filter (DCF) 

Over the years, tracking-by-detection methods have become 

great interest among the researchers for various visual object 

tracking tasks, because of their excellent tracking performance.  

In the object tracking task, the tracker needs to estimate the 

location of the bounding box of the object within each frame of 

the video sequence. These methods model the target 

localization problem as a classification problem. 

Initially, the target’s bounding box or tracking window is 

selected either manually or automatically. In the manual case, 

a supervisor marks the rectangle boundary (left, top, right, and 

bottom) of the target object of interest. Whereas, in the 

automatic setup as in the proposed system, the prior object 

detection method outputs the boundary of the target. We use 

discriminative correlation filter for tracking the object [11].  
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The object tracking task is performed using these three steps: 

1) after selecting object boundary, a correlation filter is trained 

using image patch cropped from the first frame; 2) in the 

subsequent frames, the target is tracked by correlating the 

trained correlation filter over a search window. The window 

location which gives maximum correlation output is marked as 

the new location of the target; 3) finally, based on this new 

location, an online update of the correlation filter is performed. 

Steps 2 and three are repeated for all the frames in a video 

sequence. 

B. Extended Correlation Filter (ECF) 

Initially, a correlation filter is learned using an image patch 

cropped from the given target position of the first video frame 

and it is termed as Extended Correlation Filter. Then, the 

learned correlation filter is applied to the region of interest in 

the subsequent frame and a response map is generated. The 

location with maximum value in the response map is predicted 

as the new location of the target object. Finally, an online 

update of the correlation filter is done using the new object 

location. 

4. PERFORMANCE METRICS 

Performance measures for evaluating the tracking uses ground 

truth, considering the target presence and position. This 

requires the considerable amount of annotation, with the 

consequence that the amount of videos with ground truth is 

often limited up to this point. Here we provide the most 

common measures used in single target tracking. The three 

basic types of errors in tracking are: 

• Deviation     : The tracker’s location deviated from the ground 

truth. 

• False positive: The tracker identifies a target which is not a 

target. 

• False negative: The tracker misses to identify and locate the 

target. 

A reasonable choice for overlap of target and object is the 

PASCAL criterion. 

|𝑇𝑖∩𝐺𝑇𝑖|

|𝑇𝑖∪𝐺𝑇𝑖|
≥ 0.5                        -------------- (1) 

Where Ti
 denotes the tracked bounding box in frame i, and Gi 

denotes the ground truth bounding box in frame i. When Eq. 2 

is met, the track is considered to match with the ground truth. 

In many works, this PASCAL overlap measure is adopted 

without threshold. We prefer to use it with threshold as it makes 

it easier to evaluate large sets of sequences. 

For ntp, nfp, nfn denoting the number of true positives, false 

positives and false negatives in a video, precision=ntp/(ntp+ 

nfp), and recall = ntp/(ntp+ nfn).      

𝐹 = 2 ・
𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ・𝑟𝑒𝑐𝑎𝑙𝑙

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+ 𝑟𝑒𝑐𝑎𝑙𝑙
-----------------(2) 

Table 1 shows the F-score obtained by different trackers. 

5. EXPERIMENTAL RESULTS 

The total number of frames in ALOV++ is 89364. It consists of 

14 challenge subsets, totally 315 sequences and focuses on 

systematically and experimentally evaluating trackers’ 

robustness in a large variety of situations including light 

changes, low contrast, occlusion, etc. The data in ALOV++ are 

interpreted by a rectangular bounding box along the main axes 

of flexible size on every fifth frame. In rare cases, when motion 

is rapid, the annotation is more frequent. The ground truth has 

been acquired for the intermediate frames by linear 

interpolation. The ground truth bounding box in the first frame 

is specified to the trackers. It is the only source of target-

specific information available to the trackers. ALOV++ is 

made available in [24]. 

Table 2 Overall Performance of the trackers 

Trackers/ 

Video 
LOT TAG L1T FBT MIT TLD EKF DCF ECF 

50 1.00 0.88 1.00 1.00 0.99 0.97 1.00 0.97 1.00 

100 0.78 0.49 0.87 1.00 0.90 0.95 1.00 0.90 1.00 

150 0.51 0.25 0.61 0.77 0.59 0.72 0.80 0.77 0.82 

200 0.32 0.16 0.36 0.49 0.35 0.43 0.50 0.44 0.51 

250 0.16 0.08 0.18 0.23 0.19 0.25 0.25 0.24 0.26 

300 0.04 0.03 0.05 0.06 0.06 0.08 0.06 0.06 0.07 

 

6. FUTURE WORK AND CONCLUSION 

In this paper, we proposed a novel object tracking methods for 

video sequences. The proposed methods are capable of tracking 

multiple objects under different challenging scenarios such as 

illumination variation, occlusion, and low resolution. We 

evaluated the proposed methods using benchmarking video 

sequences. The performance of the system was evaluated using 
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F Score. Based on these metrics, the performance of the 

proposed object trackers are quantitatively compared with 

recently designed object trackers. The experimental results 

clearly show that the proposed object tracking methods 

performs better than most of the trackers. Multiple object 

tracking using proposed system is left as future work of this 

paper. 
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